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Inferring dynamical models from data continues to be a significant challenge in computational
biology, especially given the stochastic nature of many biological processes. We explore a common
scenario in omics, where statistically independent cross-sectional samples are available at a few time
points, and the goal is to infer the underlying diffusion process that generated the data. Existing
inference approaches often simplify or ignore noise intrinsic to the system, compromising accuracy
for the sake of optimization ease. We circumvent this compromise by inferring the phase-space
probability flow that shares the same time-dependent marginal distributions as the underlying
stochastic process. Our approach, probability flow inference (PFI), disentangles force from intrinsic
stochasticity while retaining the algorithmic ease of ODE inference. Analytically, we prove that for
Ornstein-Uhlenbeck processes the regularized PFI formalism yields a unique solution in the limit of
well-sampled distributions. In practical applications, we show that PFI enables accurate parameter
and force estimation in high-dimensional stochastic reaction networks, and that it allows inference of

cell differentiation dynamics with molecular noise, outperforming state-of-the-art approaches.

I. INTRODUCTION

From gene expression [T}, 2], collective motion in animal
groups [3l [], to growth in ecological communities [5], the
behavior of biological processes is driven by a dynamic
interplay between deterministic mechanisms and intrin-
sic noise. In these systems, stochasticity plays a pivotal
role, often leading to outcomes that diverge significantly
from those predicted by deterministic frameworks [4l, [@], [7].
To elucidate the respective roles of deterministic forces
and intrinsic noise, many inference approaches exploit
time-correlations in high-resolution stochastic trajectories
[8L@]. Comparatively, inferring biological processes at a
single-cell level presents a unique challenge: due to the de-
structive nature of the single-cell omics measurements, we
can only observe statistically independent cross-sectional
samples from the latent stochastic process [10, [IT]. This
limitation imposes fundamental constraints on the iden-
tifiable dynamics and makes it difficult to disentangle
deterministic forces from intrinsic noise |12} [13].

In this study, we investigate this issue for systems
that can be modeled as diffusion processes [§], for which
the continuous-time evolution of the degrees of freedom
x € RY follows a stochastic differential equation (SDE)
[14]. Under the assumption that there are no exogenous
factor or unobserved variable driving the evolution of the
system, we consider autonomous It6 processes of the form

dx = f(x)dt + V2G(x)dW, (1)

where W is a standard d-dimensional Wiener process,
f : RY — R? is a deterministic force and G : R? —
R¥*? the intrinsic noise model. Many molecular processes
in cells have been shown to follow negative binomial
statistics [I5] [16], revealing a strong correlation between
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the amplitude of regulation and intrinsic noise. As a
result, a biologically plausible intrinsic noise model G(x)
can be force and state-dependent.

The formulation via Eq. in terms of stochastic
trajectories {x(t),t > 0} is equivalent to a formulation
in terms of the transition probability p(x,t|y,s), which
describes the probability to reach the state x at time ¢,
having started in y at time s [I4]. Its evolution obeys the
Kolmogorov forward equation,

op(x,tly,s) =—V - [f{(x)p(x,tly,s)
V(D . ) } C©

for all x,y € R?, t,s > 0, with D = GGT ¢ Si, and
divergences applied row-wise on tensor-valued functions.
When time-resolved trajectories are available, both the
force field and the diffusion can be inferred simultaneously
by fitting either of these equations to the data [§]. To sim-
plify computations, most approaches rely on discretizing
Eq. (1) rather than fitting transition probabilities with
Eq. (2)), with successful applications in fields such as soft
matter and finance [8, [I7HI9).

However, with single-cell omics data, the lack of trajec-
tory information makes it impossible to reconstruct the
transition probabilities p(x, t|y, s). Within this setting, it
is more appropriate to model the evolution of marginal
distributions over time with the Fokker-Planck equation

Oipi(x) = =V - [f(x)ps(x) = V- (D(x)p(x))],  (3)

which is obtained by marginalizing Eq. over an ini-
tial conditions po(y). The inverse problem now reduces
to learning how the probability mass is moved between
empirical distributions at successive time points rather
than how one trajectory evolves. Unlike trajectory-based
methods, it is no longer possible to infer both the force
and noise models simultaneously, requiring a prior on one
to infer the other.



Approaches based on optimal transport have been used
to tackle this question, first in static settings by learn-
ing pairwise couplings between successive empirical dis-
tributions, and subsequently in dynamical settings by
learning a time-continuous model connecting distributions
at all times. While static methods cannot model time-
continuous and non-linear dynamics [I1, 20H23], their
dynamical counterparts lift these constraints, but all meth-
ods remain limited to additive priors on the noise model
[24H27]. Other approaches that integrate trajectory data
with mechanistic differential equation models also use
deterministic frameworks [28] or assume additive noise
[29, 30]. Even popular methods that infer cell-fate di-
rectionality from messenger RNA splicing and spatial
transcriptomics data also adopt additive noise models
for parameter estimation [3I]. However, force and state-
dependent noise models not only better capture biological
variability, but they also have the capacity to shift, create,
or eliminate fixed points in the energy landscape, which
is of paramount importance to model processes like cell
differentiation [T}, 2 6]. This underscores the need for in-
ference methods that accommodate molecular noise while
retaining algorithmic simplicity.

We introduce Probability Flow Inference (PFI), a
method that separates the force field from any intrinsic
noise model while retaining the computational efficiency
of ODE optimization. First, by analytically solving the
PFI approach for Ornstein-Uhlenbeck (OU) processes, we
prove that the inverse problem admits a unique solution
when the force field is regularized, and that without reg-
ularization it can lead to infinitely many solutions. By
focusing on a subclass of isotropic OU processes, we show
that all non-conservative force contributions can be recov-
ered in the limit of vanishingly small regularization. We
contrast this observation by demonstrating the existence
of a bias-variance trade-off coming from finite sampling of
the cross-sectional data, thereby advocating for a non-zero
regularization. Finally, with the same analytical solution
we show that a good prior on intrinsic noise is necessary
to accurately infer the underlying force field.

Building on these theoretical insights, we apply the
PFI approach to stochastic reaction networks, widely
used to model cellular processes. We show that PFT re-
liably infers the continuous diffusion approximation of
these discrete-state stochastic processes, with a partic-
ular focus on estimating rate parameters and inferring
gene regulatory networks. In agreement with our theo-
retical results for the OU processes, we underscore the
importance of an informed biophysical prior on the noise
model to achieve accurate force inference. Finally, using
a curated hematopoietic stem cell model, we demonstrate
that PFI outperforms state-of-the-art generative models
in inferring cell differentiation dynamics and predicting
in-silico gene knockdown perturbations.

METHODOLOGY
Problem statement

We assume that the data is given as K + 1 statistically
independent cross-sectional snapshots, each composed
of n samples, taken from the true process at successive
times tp = 0 < ... < t; < ... < tg = T, with uniform
spacing At. We further assume that the n i.i.d samples
{Xk.t;»1 <k <n} are measured at each time ¢; from the
true marginals, giving access to an empirical estimator of

ptiv

P, (X) ~

Z O(x — Xp.t,)-
k=1

The objective is to infer the force field f(x) associated
with a latent stochastic process interpolating the observed
marginals. Since it is not possible to simultaneously
infer both the force field and diffusion from statistically
independent cross-sectional samples, we impose strong
priors on the noise model. For example, in the case
of molecular noise arising from chemical reactions, the
diffusion tensor D(x) is force and state dependent and
follows a known functional form [32]. We leverage such
intrinsic noise priors to accurately infer the force fields
and reconstruct the underlying stochastic dynamics.

S|

Probability flow inference (PFI)

A common approach to inferring the force field f(x) is to
fit the SDE by minimizing a distance metric between the
observed empirical marginals and the generated samples,
in a predict and correct manner [33], 34]. However, this
optimization is both memory- and compute-intensive, and
is limited to additive or diagonal noise models [34]. As
previously noted, we can improve on this by observing
that the SDE formulation Eq. contains redundant
information for modeling the evolution of marginals, and
that Eq. is sufficient.

Hence, instead of fitting the SDE, we use the proba-
bility flow ODE, which reproduces the same marginal
distributions p;(x) as the underlying SDE [35] [36]. The
probability flow ODE reads

C:T)t( =f(x) — V-D(x) — D(x)V log p:(x), (4)
and the term Vlogp.(x), or the gradient of the log-
probability of the marginals, is known as the score [37].
The PFI approach consists of two steps: (i) estimating the
score function, and (ii) fitting the probability flow ODE
Eq. to the observed marginals. This ODE approach
allows for the use of accurate forward solvers [38] and
constant-memory gradient computations [39] to fit the
force field. More broadly, and relevant to PFI, reverse-
mode automatic differentiation tools now allow the fitting
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FIG. 1.

Probability flow inference. A. Dynamics of the canonical fate decision regulatory circuit of two mutually opposing

transcription factors (z1,x2) that positively self-regulate themselves. B. Time series generated from direct stochastic simulation
(Gillespie algorithm) of the toggle-switch model showing the concentration levels of 21 (blue) and x2(red), illustrating their
dynamics over time. The Gillespie simulation was run with parameters a1 = a2 = b1 = b2 = k = 1.0, and n = 4. The degradation
rates are {1 = £ = 1. C. Cross-sectional snapshots generated from the discrete Gillespie simulations at time points {1, t2,t3}
represent the marginals’ evolution through the stochastic process. Characteristics lines (in red) show the probability flows
deforming the initial state t1 to a future state t3 in the state space, illustrating the dynamic transition of the systems state. The
inset describes the reactions and associated propensities of the two-gene fate decision circuit shown in A. Score (D) and force
(E) approximation at time ¢;. F. Network architecture of our probability flow inference (PFI) approach. Both the autonomous
force field fy(x) : RY — R? and the time-dependent score model sy (x,t) : R*' — R¢ are parameterized using feedforward

networks, with parameters § and ¢, respectively.

of ODEs with millions of parameters to data [39], enabling
more flexible approaches to density estimation and time
series modeling [40], [4T].

We now outline the two steps of the PFI approach:

Score estimation: The first step of the PFI approach
requires estimating the time-dependent score function
from empirical samples at various time points. To effi-
ciently solve this task we leverage recent advancements in
generative modeling that allow fast and accurate score es-
timation in high-dimensions [42] [43]. Specifically, we use
sliced score matching (Materials and Methods) to train a
score network sg(x,t) that approximates V log p.(x).

Force inference: Once an accurate score model is avail-
able, we seek to fit the force via Eq. @ to the observed
marginals. In many cases, it is impossible to uniquely
identify a force field f(x) satisfying Eq. and matching
the empirical marginals. To see this, consider two force
fields f(x) and g(x) = f(x) 4+ h(x). Both yield the same
marginal distribution p;(x) as f(x) if h(x) satisfies

V-h(x) + h(x) - Viegp(x) =0, Vt >0, (5)

at every position x. If the data is initialized such that
Vlog pt(x) x x, which is the case for an isotropic OU
process initialized with an isotropic Gaussian initial con-
dition, a solution of Eq. is given by fl(x) = Kx, for
any skew-symmetric matrix K. This lack of uniqueness,
referred to as the identifiability issue, has been of long
standing concern in the analysis of single-cell RNA-seq

data [6, T3], B3].

In statistical physics, the component of the force field

f(x) that satisfies equation Eq. in the limit ¢ — oo
is referred to as the non-conservative force as it induces
non-zero phase-space probability currents at steady-state
[I4]. The knowledge of such non-conservative forces is
instrumental to accurately predict cell differentiation and
cell reprogramming pathways [44] [45]. The remaining
part of the force is termed the conservative force and
it alone balances the effect of diffusion. While the non-
conservative force cannot be uniquely identified from the
temporal evolution of the marginals (when Eq. admits
non-trivial solutions), the conservative force can always
be inferred, even at a steady state. In summary, the iden-
tifiability issue is equivalent to the problem of identifying
contributions to the force driving irreversible cycles in
state-space.

To circumvent this ill-posedness, we choose to introduce
an {s-regularization on the Jacobian matrix of the inferred
force field to the loss function which reads

K

CAt,K = Z lWS (ﬁtz (X)7pti (X))

=1

AL / / IVE)|Zpr, (x)dxdt| . (6)

ti—1

Here A > 0 is a tunable parameter that controls the
strength of regularization, and W, is the Wasserstein
distance between the empirically observed distribution
pt,(x) and the predicted distribution p;,(x). Though
the above regularization penalizes the curvature of the



force field, any other regularization minimizing the kinetic
energy is also appropriate [24].

Computing the exact Wasserstein distance W, requires
O(n3logn) operations, and it estimation in d dimen-
sions has a sample complexity of O(n~/?). Its entropy-
regularized version, known as the Sinkhorn divergence,
reduces the computational cost to O(n?) with a dimension-
independent sample complexity O(n~'/?) for large en-
tropic regularization [46, [47]. For computational rea-
sons the choice of distance is problem-specific: for uni-
modal marginal distributions we approximate the em-
pirical Wasserstein distance with its Gaussian estimator
[48], and for complex multimodal distributions we use
the Sinkhorn divergences. Before stepping into numerical
examples, in the next section we study analytically the
identifiability issue for OU processes.

Analytical case study: Ornstein-Uhlenbeck process

Linear models are a very popular choice for gene regu-
latory network inference [49], and reconstructing cellular
dynamics based on RNA velocity [50, [5I]. Despite their
frequent use for such inference tasks, the challenges re-
lated to the identifiability issue, the role of regularization,
and various sources of error are never addressed. In this
section we tackle this issue in a continuous-time limit,
At — 0, with which we establish a uniqueness result for
the inferred process in the presence of regularization. For
this purpose, we assume that the underlying latent pro-
cess to be inferred is a d-dimensional OU process with an
interaction matrix €. That is,

dx = Qxdt + V2DdW, with xg ~ po(x),

where 2 has eigenvalues with strictly negative real part.
When pg = N (myg, ), the solution of the OU process is
Gaussian at all times with x; ~ A (my, 3;), with 3, and
m; being, respectively, being the covariance and mean
of the process at time ¢ [52]. We assume that 3 is full
rank, so that 3, is positive definite at all later times [52].
The covariance matrix 3; can be decomposed as X; =
Zi af’twmwzt, where 0;; are the eigenvalues and w; ;
are the corresponding eigenvectors. In this problem, we
restrict the inferred force model to be linear, f (x) = Qx,
and diffusion tensor to be a given constant D, perhaps
previously estimated. We present an analytical form of
the loss function (Eq. (6)) as a function of € in the
continuous-time limit (At — 0) and large sample limit
(n — o).

Continuous-time loss function. With the following the-
orem, we prove in App. that the loss in Eq. (@ con-
verges to a strongly convex loss for A > 0.

Theorem 1.1. With K = |T/At|, when n — oo and

At — 0, the loss function Lay x /At — L with

L=t ((Q - Q)P(Q —)T 4+ )\TQQT)

e G

+o, (" —Q")+2(D - D))wp,t>2dt, (7)

T
m; m;
0

where P =

For A > 0 this loss function is strongly convez, so it has
a unique minimum on RY.

In App. we also provide a version of this theorem
for the Sinkhorn divergence with entropic regularization
€, of which Eq. is the particular case when € — 0.

In the discrete-time setting, the asymptotic loss func-
tion L of Eq. is achieved once At is sufficiently small
to resolve all the relevant timescales. More specifically,
when QuaxAt, DAt/omin < 1 where Q. denotes the
largest mode of € and o, is the smallest eigenvalue of
3. The X regularization ensures that the objective func-
tion is strongly convex, as without regularization we can
face the identifiability issue. For instance, when A = 0, if
the distributions are stationary and D = D, the minimum
of the loss function £ = 0 is achieved for any matrix €2
that can be expressed as € = Q + KEO , where K is an
arbitrary skew-symmetric matrix in R?*?¢. We can verify
that the spurious force term h(x) = KX~ 'x associated

with the inferred interaction matrix € satisfies Eq. ,
indicating that the true force is not uniquely identifiable.

An analytically solvable isotropic process To extend
the analysis of the loss function to a non-stationary sce-
nario, we simplify our model by considering an isotropic
process, where g = 031, D = DI, and Q = QI+ €,
with Q, a skew-symmetric matrix. As a result, the co-
variance matrix is isotropic at all times, i.e. Xy = 02T for
all ¢ [62]. Conveniently, for such an isotropic OU process
the non-conservative and conservative forces correspond
to the skew-symmetric and the symmetric parts of €2,
respectively. The non-conservative force £2,x generates
rotations around the origin x = 0, while the conservative
part ,x induces inward flows.

We illustrate the PFI approach with a numerical exam-
ple of an isotropic OU process in d = 10 dimensions, using
K = 10 snapshots, n = 8000 samples and with A = 1072.
Fig. QA shows the evolution of the true OU process pro-
jected along the two leading eigendirections of P, with
the true probability flow (dashed red lines) interpolating
the successive Gaussian marginal distributions (shaded
discs). The probability flow lines spiral towards the ori-
gin under the combined effect of the non-conservative
and conservative forces, while diffusion is reflected in the
spreading over time of the distributions. In this exam-
ple, the relative strength of the non-conservative and
conservative forces is 3 to 1, while the time scales of dif-
fusion and non-conservative forces are comparable (as
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FIG. 2. Theoretical insight for the inference of a Ornstein-Uhlenbeck process. A. Illustration of the inference process:
the inferred process samples are pushed from the true process samples at time ¢; to time t;41 using the PF ODE. The inferred
score and inferred force field are shown (red arrows) overlayed on the true score and the true force field (dark arrows) at time
tg. The inferred force has an error of 9% (computed over the whole state-space). As shown in inset for tg, the score inference
is also accurate with an error of 2.4% B. Bias of the inferred interaction matrix as a function A = AK. In dashed lines are
shown the theory (dark) and the dots correspond to numerical minimization of Eq. @ using a pre-computed score model. In
inset the bias is shown for a wider range of 5\, and the dashed red line shows the approximate solution. C. In the two upper
panels are shown, at A ~ 107!, projections of the inferred force field (centered in x = 0) in the 1st and 2nd eigendirections
of P (red arrows), and in the 5th and 6th (blue arrows). In the leading eigendirections the force field inferred matches the
true force field, while as the weaker eigendirections the inference recovers the symmetric part of the true force field. In the
lower panel is shown the % of true skew-symmetric interactions recovered in the k-leading eigendirections of P . For A ~ 107,
beyond the effective dimension k* = 4 the inference only infers equilibrium (here symmetric) dynamics. The parameters used
are d = 10, n = 8000, ||mo|| = 20,30 =1,D = 8,0, = 2, At = 0.05, Q, = 3Q: A, with A a skew-symmetric matrix is chosen at
random (Materials and Methods). The score is pre-computed with the same samples (Materials and Methods and App.

measured by the ratio Teorce/Tait = D/(Z0Q2max)). The
score estimated by sliced score-matching (Materials and
Methods) is accurate (RMSE of ~ 2.5%), as shown in
the inset by comparing it to its analytical prediction
Vlogpi(x) ~ =7 *(x — my). Using this score model, we
infer the force using the Gaussian Wasserstein estimator
to avoid the curse of dimensionality associated with the
empirical Wasserstein distance [46]. At time tg, we over-
lay the inferred force field on the true force field, and find
that we accurately infer the force with RMSE ~ 9%.
Because the covariance matrix is diagonal at all times,
the skew-symmetric part can only be inferred from the
motion of the mean of the distribution mt, which is
encoded in P. Decomposing P =), y,u;u T in terms of
its eigenvalues and eigenvectors, we derlve in App. [A
an analytical formula for €2, the minimum of the loss
for A > 0. This formula shows an excellent agreement
with the PFI solution, as shown in Fig. [2B by plotting
the bias |[EQ — QHF/HQHF as a function of A = AK for
K € {2,10}. We can gain real insight into the role of the

regularization using an approximation to Q:
Q=0 — QS\QQQ:\,

where Q5 = >, x(7 < )\)ul is the projector onto
the eigenspace of P having elgenvalues smaller than the
penalty A, with yx the 1nd1cator function. This approxima-
tion, valid for A < Z 5 o2 and [ A1y, — 1] > 1 for all

i, is shown in inset of Fig. 2B (dashed red) in comparison
with the analytical solution (dashed black). This solution
suggests that the non-conservative force 2,x is inferred
only in the subspace spanned by {u;|y; > A}, and is set to
zero in its orthogonal complement. In these remaining di-
rections, only the conservative force is correctly estimated.
This idea is further exemplified in Fig. (upper panel)
by showing the projections of the inferred force field on
eigendirections of P sorted by decreasing eigenvalues ;.
We can observe that the force field is fully estimated in
the leading eigendirections, for which v; > A, but that
only the symmetric contribution is inferred when ~; < A.
This observation is rationalized in Fig. [2C where we plot
the fraction of recovered skew-symmetric interactions in
the subspace spanned by the k leading elgenvectors of
P. This fraction is measured by |QrQ2.Qux||% /|20 |%,
where Qy is the projector on subspace spanned by the k
eigenvectors associated with the k largest eigenvalues of P.
We see that beyond an effective dimension £* the fraction
plateaus, suggesting that non-conservative forces are not
recovered in the remaining eigendirections. In other words,
from the standpoint of inference, the time-dependent de-
formations of the marginal distributions in the subspace
associated with the d — k* smallest eigenvalues of P are
indistinguishable from equilibrium dynamics.

These findings highlight the role of regularization as a
recovery threshold for non-equilibrium dynamics, and tak-



A B C
N D {
104 - N 0.5 /
) T ,\L i —o— 30 f
< ~ © . : c —— 80
y ~ - === theory ,
G ~o T T c /
= O 2 6 ¢
f [ \Q 10 y 102 | 1071 100 101 7
15 ) > n°At < : /
S g 100 - > 5 noise D/(XyQ;) /
£ = At =
04 8
1072 - 0.16 skkw
== theory ~ (nAt?)~! b’
T T T T T — T — .
107! 107 107! 10t 10 10° 10
regularization A nAt? assumed diffusion D

FIG. 3. Sources of error for the inference of an Ornstein-Uhlenbeck process. A. Bias-variance trade-off as a function of
the regularization X in the relative mean square error of the force field. The inflection point of the trade-off is reached at smaller
X for larger sample sizes n. B. Variance on the inferred interaction matrix as a function of nAt?, with Q,At = 0.1, D /X082 = 4.
For various At the variance collapses at large n on the prediction (black dashed line). As shovvn in inset, at smaller n the
scaling is found to be n?At?. C. Bias on the inferred interaction matrix as a function of the assumed diffusion tensor D=Ds
with S a semi-definite positive symmetric matrix with unit maximum eigenvalue (Materials and Methods). The bias shows a
minimum when D = D. When D =0 (which corresponds to fitting a deterministic model), the bias increases with D. This is
shown in inset as a function of the non-dimensional strength of noise D/¥0Qs = 3Ttorce/Taiet for different values of X and Q.
With respectively increasing values for Xy € {0.5,2, 3}, square, circle and right triangle markers correspond to Qs = 2, while
diamonds, left and upper triangle markers corresponds to Qs = 3. The parameter ||mo||>/Xo is fixed to 400 (s.t ||mol|| = 20
when 3¢ = 1). The color map for n is shared between A. and B.. In B. and C. the regularization is X = 0.2. In the three
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analytical prediction for the score.

ing A — 0 ensures exact recovery of all non-conservative
forces available in the data. However, decreasing A also
incurs an increased variance coming from the finite sample
size n. As shown in Fig. [BJA, we observe a bias-variance
trade-off in the expected relative mean square error for
the interaction matrix E[|2 — [/%/||Q[%. In App. [A
we derive the first-order, finite sample size correction to
the continuous-time loss functlon allowmg us to estimate
analytically the variance E||Q — EQ||%. Given K, with
all non-dimensional quantities being fixed and for n large,
we predict the variance to read as C/(n?At), with C
an analytical constant. This prediction is in excellent
agreement with the PFI solution, as shown by the col-
lapse in Fig. BB as At is varied. Additionally, in inset we
observe that at smaller sample sizes the variance scales
s (n?At?)~1, which we hypothesize comes from higher
order terms in the finite sample size correction to the
loss function. These results highlight the rather subtle
balance between the regularization A, the sample size n,
and the time-step At, necessary to minimize the error.

In practice, this interplay strongly depends on the
parametrization of the force field. For example, to go
beyond linear models, the force field can be expressed
as a linear combination of function basis [§] or param-
eterized using a neural network [24, [53]. These choices
introduce implicit regularization, such as biases arising
from the smoothness of the selected basis (e.g., Fourier)
or activation functions in neural networks [54], and sim-

plicity biases inherent to deep neural network models [55].
Such implicit regularizations provide additional ways to
constrain the solution space beyond the explicit regular-
ization discussed here, ensuring unique solutions. For this
reason, for all practical purposes, the choice of the explicit
regularization is problem-specific and usually determined
in an ad-hoc manner [506, [57].

Finally, our analytical solution allows us to study the
error coming from the misestimation of the diffusion ten-
sor D. Assuming that D = DS, where S is an arbitrary
matrix in S¢ (Materials and Methods) with unit maxi-
mum eigenvalue, we plot in Fig. [3C the bias [|[EQ — Q|%
as a function of AD. These results show that the bias is
minimum when D = D, and that underestimating a larger
intrinsic noise incurs a larger reconstruction error. This
observation is rationalized using the analytical solution
(App. , which predicts that for A small, with K and all
other non-dimensional quantities fixed, the bias at D=0
(which corresponds to fitting a deterministic model) is a
known function of Teoree/7aif the ratio of the timescales
associated with the force and with the diffusion. This pre-
diction agrees very well with the PFI solution, as shown in
the inset of Fig. for various values of ¥y and Q. This
shows that estimating Teorce/7aig is an efficient way to
decide whether fitting a deterministic model is sufficient
(Tforce/Taif < 1) or noise is necessary (Trorce/Taiff 2 1)-

In more general cases, it may not be possible to quantify



the relative strengths of intrinsic noise and force. How-
ever, due to the Poisson nature of the chemical reactions
underlying cellular processes, the intrinsic noise variance
is often closely linked to the amplitude of the force [15][16],
resulting in comparable timescales for both intrinsic noise
and force (i.e. Torce ~ Taiff ). Therefore, accounting
for intrinsic noise is crucial to accurately infer cellular
processes from single-cell omics data. In the following,
we perform numerical experiments to demonstrate how
the PFI approach offers a flexible mechanism to incorpo-
rate stochasticities of arbitrary nature, and in particular
molecular noise.

NUMERICAL RESULTS

In this section, we exploit the flexibility of PFI approach
to infer gene regulatory networks and and model cell
differentiation dynamics, incorporating molecular noise.

PFI allows accurate parameter and force estimation
for stochastic reaction networks

Cellular processes are driven by an intricate array of
stochastic chemical reactions [58],[59]. While techniques
like flow cytometry, microscopy, and high-throughput
omics provide extensive data on cellular processes, inter-
preting this data, their variability, and estimating reac-
tion rate constants from it requires mechanistic models.
Under the assumption that the system is well-mixed,
the chemical master equation (CME) offers a detailed
probabilistic representation of these stochastic reaction
networks (SRNs) [60, [6I]. However, the use of CME is
limited in both simulation and inference tasks due to the
significant computational complexity involved in solving
it [62H64]. Diffusion approximations, such as the Chem-
ical Langevin Equation (CLE), offer a computationally
tractable alternative by approximating the discrete CME
with a continuous diffusion process. These methods ac-
curately capture stochastic effects at moderate molecule
counts [6I], 65], making them a practical and effective
approximation to the CME.

However, when dealing with single-cell omics data, the
stoichiometry of gene regulatory networks is unknown.
In addition, simultaneous measurements of both protein
and mRNA counts are generally unavailable, complicating
efforts to develop detailed descriptions of the underlying
stochastic regulatory networks. To address this chal-
lenge, simple coarse-grained models have been introduced
that leverage the separation of timescales between tran-
scription factor binding to regulatory DNA sites and the
processes of transcription and translation [66] [67]. One
such model describes the stochastic evolution of mRNA
counts, denoted by x € R?, with d the number of genes,
assuming that the transcription rate of gene ¢ is propor-
tional to an activation function f;(x,V), 0 < fi(x,V) <1
with V being the reaction volume, typically that of the

nucleus. Under well-mixed assumptions, the stochastic
mRNA dynamics are then be approximated by the CLE

dx = (Vmf(x,V) — ¢x)dt+ /mVE(x,V) + (xdW, (8)

where ¢ is the degradation rate of mRNA molecules, m is
the transcription rate, and the square root is taken entry-
wise. Although this model is a simplified approximation
to the underlying SRNs governing gene regulation (see Ma-
terials and Methods), it has been shown to quantitatively
reproduce experimental steady-state single-cell transcrip-
tomics profiles for known gene regulatory networks [68].
By leveraging the CLE formulation in Eq. , the PFI
approach can be readily applied to infer parameters and
forces in high-dimensional SRNs. To demonstrate this,
we consider the Mammalian Cortical Area Development
(mCAD) gene regulatory network (see Fig. [ d = 5) and
use the boolODE framework [69] to compute f(x). To
generate the marginal data, we conduct a detailed simula-
tion of the mCAD stochastic reaction network using the
Gillespie algorithm (Materials and Methods), producing
K = 10 snapshots, each containing n = 6,000 samples.

We begin the PFI procedure by training a score network
Se(x,t) to estimate the score function from the marginal
data in concentration space x/V (Fig.[S2). Using the PFI
approach, we fit the Eq. to the cross-sectional data by
minimizing the loss function of Eq. @ We parameterize
the force using a feed-forward neural network consisting of
four fully connected layers, each with 50 nodes and smooth
ELU activation (see Materials and Methods). The explicit
regularization parameter is set to A = 107%. To compare
the predicted and measured distributions, we apply the
Sinkhorn divergence with € = 0.1. To assess the usefulness
of the CLE description, we compare the results with
those obtained by using common models for the intrinsic
noise: i) additive, ii) simple state-dependent (1/x), and
iii) deterministic (Materials and Methods). Fig.[dlA shows
the errors in force fields under these noise models and
for increasing reaction volumes V. As expected, because
the system is well-mixed, at large volumes V all the
models become deterministic and perform equally well.
However, across all reaction volumes, the CLE yields
the most accurate force field estimates, outperforming
both the state-dependent and additive noise models. Its
performance degrades at small volumes when the CLE
approximation breaks down.

These differences in inferred dynamics between noise
models are yet better quantified by examining the esti-
mated Jacobian matrix (V{(x)), which can be used to
directly infer the gene regulatory network. In Fig. D,
we compare the average estimated Jacobian matrices for
each diffusion model to the analytical Jacobian matrix
(Fig.[4[C). Only the CLE model accurately identifies regula-
tory interactions, as indicated by AUC values approaching
unity, based on the precision-recall curves (Fig. E) [69].
Conversely, non-CLE noise models yield an AUC close to
0.5, indicating incorrect identification of interactions in
the network. This result shows that while the non-CLE
noise models can attain moderate errors of ~ 10 — 20% at
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FIG. 4. Parameter and force estimation for stochastic reaction networks. A. mCAD gene regulatory network. Red
lines denote inhibition and green arrows activation. B. The RMSE ||f(x) — f(x)||3/|/f(x)||3 of the inferred force shown for
different compartment volumes V. The Jacobian corresponding to the true force field f(x) (C), with estimated Jacobians Vf(x)
obtained under different noise models shown in D. The associated precision-recall (PR) curves are displayed in E, with the
area under the curve (AUC) values reported in the inset. F. Comparison of empirical marginals from the inferred diffusion
process (solid) and Gillespie simulations (dashed) for V' = 4, under various noise models (inset). The inset also reports the
Energy Distance (ED) between predicted marginals and Gillespie simulations for each noise model. G-H: Visualization of fixed
points, which are solutions to the equation f(x) — £x = 0, where f(x) represents the force fields inferred under different noise
models. Different markers indicate the fixed points derived from the corresponding noise models, plotted against the Paz6 and
Coup genes. Results are shown for two reaction volumes: V =4 (G) and V = 16 (H). The red star represents the true fixed
point (Ground Truth, x*), while the marginal densities at the initial state po(x) (orange) and final state pr(x) (blue) are shown
as contour plots. I. (I) The average shift ||x — x*||2 as a function of reaction volume V, for different noise models.

intermediate volumes, they do so by learning a completely
inaccurate regulatory network.

This observation should reflect a poor generalization
performance of the non-CLE models. To test this, we
ran the inferred process using initial conditions different
from those in the training data (Materials and Meth-
ods). To quantify generalization, we calculated the En-
ergy Distance (inset of Fig. ) between the predicted
marginals from various diffusion models and the ground-
truth stochastic simulations. These results show that the
inferred CLE process accurately tracks the true marginals,
again outperforming the other noise models. This un-
derscores the importance of the inferred force model’s
accuracy in determining generalization performance.

Furthermore, we explored the dynamical behavior of
these inferred force models by deterministically evolving
and plotting the corresponding fixed points obtained for
initial conditions sampled from the marginal distribution
Pto (x). As molecular noise in the data increases, the fixed
points for non-CLE force fields deviate from the ground
truth, as shown in Fig. [JG-I. These findings complement
earlier one-dimensional studies [6], which showed that
multiplicative noise can shift, create, or eliminate fixed
points. Our results demonstrate this effect in a high-
dimensional inverse setting, underscoring the importance

of selecting appropriate noise priors to accurately capture
the system’s underlying dynamical properties.

Finally, in the scenario where the stoichiometry of the
SRN is known, we can apply the PFT approach to estimate
reaction rates in a high-dimensional setting. We consider a
linear cyclic network consisting of d = 30 species and R =
30 reactions (Materials and Methods). In this constrained
setting, the results are consistent with those observed for
the mCAD network. The CLE approximation yields more
accurate parameter estimates and better generalization
performance compared to other noise models, as shown

in Fig.[54

PFI enables inference of cell differentiation dynamics
with molecular noise

Cell differentiation dynamics arise from a complex in-
terplay between deterministic mechanisms and stochastic
fluctuations. However, many popular computational ap-
proaches for modeling differentiation are either purely
deterministic or rely on oversimplified noise models. In
this section, we examine the impact of biological noise on
the predictive accuracy of widely used generative models
of cellular differentiation and compare them with CLE-
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FIG. 5. Inferred HSC differentiation dynamics and predicted perturbations. A. HSC gene regulatory network. Red
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TrajectoryNet, PFI). E. Probability of observing Erythrocytes, Megakaryocytes, Monocytes, and Granulocytes at steady state.
Each panel displays the estimated probability of recovering the different cell types (rows) under specific perturbation conditions
(columns). The averages are computed across varying initial conditions. The panels also show how these probabilities change
with system size, V. Panels marked with a cross indicate the absence of the respective cell type under the corresponding
perturbations. The results are color-coded by the approach used: TrajectoryNet (blue), PRESCIENT (gold), and Inferred
Chemical Langevin model (purple).

based diffusion models inferred using the PFI approach.  varying levels of intrinsic noise, corresponding to a reac-
While various methods exist, we focus on two prominent tion volume V' € {1,2,4,16}. The training procedure for
techniques: the TrajectoryNet framework, based on dy-  all three methods is discussed in Materials and Methods.
namical optimal transport [24], and the PRESCIENT  To compare the inferred dynamics of the three models,
technique [53], which models diffusion through a global we examine the individual cell trajectories generated by
potential function. TrajectoryNet fits a non-autonomous simulating the inferred diffusion processes. Starting from
force field f(x,t) to interpolate between the marginals  the same initial position in gene space (marked in blue),
data with minimal kinetic energy, while PRESCIENT  each approach predicts a different final state (marked

models differentiation dynamics as a diffusion process, in red) as illustrated in Fig. —D. In other words, the
with the force field f(x) = —V¢(x) and additive noise ~ predicted differentiated state of the same progenitor cell
]f)(x) — o21. varies significantly between the three methods. However,

despite the markedly distinct differentiation trajectories,

We begin the comparison by generating longitudinal
all three methods accurately reconstruct the marginals,

gene expression profiles using an expert-curated model
of Myeloid Progenitor differentiation that incorporates — S shown by the low reconstruction error when measuring
realistic intrinsic stochasticity. This Hematopoietic Stem the distz.mce between the predicted marginals and the data
Cell (HSC) differentiation model includes 11 transcrip- (inset Fig. [5IB,C,D). For the PFI-CLE approach, we also
tion factors and captures the differentiation of common  illustrate the probability flow lines (black lines) to show
myeloid progenitors (CMP) into Erythrocytes, Megakary- ~ how the deterministic phase velocity transports particles,
ocytes, Monocytes, and Granulocytes. We simulate the and how it differs from the corresponding stochastic trajec-
HSC regulatory network (Fig. ) with the Gillespie algo- tories .starting from the same initial cpndition. To further
rithm (Materials and Methods) to generate the marginal quantify the difference between the inferred process, we
data consisting of K = 8 snapshots with n = 5000 sam- calculate the cosine similarity between the inferred prob-
ples. The data is grouped into four clusters, with each ability flow lines and the CLE probability flow (PF) lines
cluster’s average gene count profile shown in Fig. for  for each cell state. The probability flow of TrajectoryNet
varying relations volumes. Each profile represents one of is taken to its non-autonomous force fAield f(x, ), while for
the four HSC differentiation cell types and aligns with ~ PRESCIENT, it is estimated as —V¢(x) — 02V log p(x).
experimentally measured mRNA data |70} [71]. As intrinsic stochasticity increases, the flow lines cor-

We train all three models on the marginal data with ~ responding to TrajectoryNet and PRESCIENT diverge



significantly from the CLE flow lines in each cell state,
as shown in Fig. [fE. These results illustrate that while
all methods effectively interpolate between the marginal
distributions, increasing intrinsic stochasticity in the data
leads them to learn markedly different stochastic dynam-
ics, as evidenced by the analysis of their probability flows
and the observation individual cell trajectories.

Given the distinct dynamics learned by each approach,
we next explored whether good interpolation accuracy cor-
relates with learning the correct dynamics, and how molec-
ular noise affects this relationship. To evaluate this, we
performed perturbation studies to certify the correctness
of the learned dynamics under initial conditions different
from the training data (Materials and Methods). Specifi-
cally, we conduct knockdown experiments by setting the
expression levels of specific genes to zero. We focus on
experimentally measured outcomes for knockdowns of the
genes C/EBPa, EKLF, Flil, and cJun. Experimental
studies have reported that disruption of C/EBPa blocks
the transition from the common myeloid to the granulo-
cyte/monocyte progenitor[72], and knockdown of cJun
leads to loss of Monocytes lineage [71]. Similarly, disrupt-
ing Flil suppresses the Megakaryocytes cell type, while
knock-down of the FK LF gene leads to the absence of
the Erythrocyte cell line [73]. In Fig. [5E, we report the
probability of observing each cell type under various per-
turbation conditions. To separate the effect of the force
model from the influence of noise, we perform in-silico
perturbation experiments across a range of noise levels.
At low noise levels, both PRESCIENT and PFI, despite
using different force models, accurately predict the pertur-
bation outcomes. However, as molecular noise increases,
differences in their inferred dynamics become more pro-
nounced, with PRESCIENT being the most affected. For
instance, under high noise conditions, PRESCIENT fails
to recover the Monocyte/Granulocyte lineage in multi-
ple knockdown scenarios, whereas PFI, which accounts
for molecular noise, consistently reconstructs this lineage
across all noise levels. In contrast, TrajectoryNet strug-
gles to recover the Monocyte/Granulocyte lineage even
at low noise, and as stochasticity increases, its ability to
reconstruct the Megakaryocyte/Erythrocyte lineage also
diminishes monotonically. These findings underscore the
critical role of intrinsic stochasticity and illustrate how
it can impede state-of-the-art methods from accurately
capturing gene regulatory interactions during differen-
tiation. The PFI approach, by incorporating intrinsic
stochasticity, enables a clearer distinction between noise
and regulatory components.

DISCUSSION

In this paper, we propose PFI, an approach that trans-
forms the problem of learning SDEs into inferring their
corresponding phase-space probability flow. This is facili-
tated by recent advances in score-based generative model-
ing, which allow for efficient computation of the gradient
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log-probability, V log p;(x), from high-dimensional cross-
sectional data of the time-evolving distribution p:(x).
This reformulation dramatically simplifies optimization
and, crucially, separates the impact of intrinsic noise from
inferring the force field.

We first limited our analysis of the PFI problem to
the analytically tractable class of Ornstein-Uhlenbeck
processes. We proved that the regularization ensures a
strongly convex loss with a unique global minimum in
the limit of well-sampled distributions, both in time and
in state-space. For an isotropic Ornstein-Uhlenbeck pro-
cess, we minimized analytically this loss function, showing
that the relative magnitudes of the regularization and
of the time-dependent deformations of the marginals se-
lect the learnable non-equilibrium contributions to the
force. While large deformations are used to learn non-
conservative forces, smaller deformations are washed out
by the regularization. Although this observation suggests
to use a smaller regularization, we showed that the bias
reduction obtained thereby trades-off with an increasing
variance stemming from the finite sampling of distribu-
tions, both in time At and in the number of samples
n. This interplay between n, At, and the regularization
calls for careful model selection when considering complex
models.

Using the same analytical solution, we subsequently
showed that an inaccurate estimation of the noise strength
leads to a dramatic decrease in performance when the
stochastic effects are of the same order of magnitude as
the force. This is of paramount importance for the infer-
ence of gene regulatory networks for which intrinsic noise
is strongly correlated with the amplitude of regulation.
To further explore this role of the noise model we nu-
merically investigated more realistic models of stochastic
reaction networks, using the PFI approach. Our study
underscores the critical role of intrinsic noise in parameter
estimation, regulatory network inference, and generaliza-
tion to unseen data. An incorrect noise model can lead to
spurious relationships between species, which affects the
inferred probabilistic landscape [6]. Consequently, force
fields based on such models exhibit poor generalization
performance when tested with initial conditions different
from those used during training. The PFI approach, there-
fore, proves to be a valuable tool for analyzing single-cell
omics data, even when the stoichiometry of the reaction
network is unknown.

Finally, we applied our framework to learn data-driven
models of cell differentiation. To account for molecular
noise, we inferred a Chemical Langevin model using the
PFI approach, and compared it with popular generative
models in predicting the effects of gene knockdowns in the
hematopoiesis system for increase noise strength. While
TrajectoryNet successfully predicts the effects of inter-
ventions when noise is negligible, it struggles when it
becomes significant. On the other hand, the potential-
based model PRESCIENT fails to accurately capture
regulatory interactions, particularly in high-dimensional
settings, even with minimal molecular noise. In contrast,



CLE-based models inferred with PFI consistently make
accurate predictions, emphasizing the importance of mod-
eling intrinsic noise to infer biological processes. Our
results show that accurately interpolating the data is
not enough to learn anything relevant about the under-
lying biological process. The interpolation needs to be
guided by comprehensive biophysical models of the latent
stochastic processes, and special care should be given
to modeling intrinsic noise. For this purpose, the PFI
approach provides a very flexible solution to incorporate
more realistic intrinsic noise models in the inference of
regulatory processes from single-cell omics data. In this
direction, future work should aim at extending the PFI
approach to account for the unobserved protein dynamics
between protein production and its regulatory effects on
transcription [74H78].

In this study, we primarily focus on intrinsic stochastic-
ity in the form of molecular noise. However, extending the
PFI approach to include other sources of stochasticity, like
fluctuations in transcriptional rates |76} [79, [80], would be
a natural step forward. More importantly, future studies
should build upon the PFI framework by integrating cell
death and proliferation. We believe this is a necessary
step to take to successfully and reliably apply the PFI
approach to real data. Given the prevalence of noise in
cellular processes, our approach marks a significant step
toward developing biophysically accurate, data-driven
models that incorporate non-trivial stochastic effects.

II. MATERIALS AND METHODS
A. Score estimation

We employ sliced score matching [43] to estimate
the score function from samples obtained through cross-
sectional measurements. This estimation involves solving
the following optimization problem:

K

. 1 9
ménz Ak () Bvep, l2 lIsg (x(t), t)Il5
k=1

+ VTS¢(X(tk), tk)V]

where Ay is a positive weighting function, ¢ ~ U(0,7T),
E[v] = 0, and Cov|[v] = I. We parameterize the score
function s, (x,t) : R4 — R? using a fully feed-forward
neural network and utilize sliced score matching [43] to
estimate the score in high-dimensional spaces. During
training, the weights A are automatically tuned using the
variance normalization strategy proposed in [8I]. The
hyperparameters of the score networks for each example
are detailed in the App. [C] The parameters ¢ are tuned
using Adam optimizer with initial learning rate n = 1073,
We evaluate the score model’s accuracy by evaluating
how well it reconstructs the marginal distributions (See

Fig. 51)53).
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B. Choice of matrices for the Ornstein-Uhlenbeck
process

To generate a random skew-symmetric matrix we first
generate a matrix U € R¥*? with i.i.d. entries drawn uni-
formly at random in [0,1], and e € R? a vector with i.i.d.
entries drawn uniformly at random in [0.9,1]. Denoting
W ¢ C9%9 the eigenbasis of U — U7, the matrix A is
set to be A = WeW7 /max(e). The qualitative behav-
ior shown in Figs. [2] and [3| is unchanged by repeatedly
drawing new instances of A. In Figs. 2] and [3] we used the
same instance of the matrix A. To generate a random
symmetric matrix S we use the same approach, with the
matrix W being the eigenbasis of U 4 UT.

C. Modeling gene regulation

Under the assumption that the system is well mixed,
the regulation of gene i by a set R; of regulators obeys
the following set of stochastic reactions

mV-f(R;) X, 0-X; X 1

Xi Xi + 17
Here, the term mV f(R;) represents the propensity as-
sociated with the reaction that produces the mRNA for
gene x;, where m denotes the transcription rate, and R;
denotes the set of regulators of node i. The term £X;
corresponds to the propensity of the degradation reaction,
with ¢ being the degradation rate. These propensities
denote the number of these reactions happening per unit
of time. The non-linear function f(R;) encapsulates the
regulatory interactions governing the expression of gene
i, and is mediated by proteins. Given the volume of the
reaction compartment, the functional form of R; as a
function of the concentration of proteins is derived from
equilibrium statistical mechanics considerations [66]. In
this work, we adopt its Boolean network implementation
as introduced in [69].

In the absence of joint measurements of mRNA
molecules and proteins, we assume that protein and
mRNA levels are strongly correlated, allowing us to re-
place the protein regulators R; with their mRNA counter-
parts. Although this assumption suggests that proteins
are in quasi-steady-state with mRNA, which contrasts
with observations [82] [83] of faster mRNA turnover com-
pared to proteins [76], it still enables the recovery of single-
cell RNA-seq profiles that are quantitatively comparable
at steady state [68]. In practice, most gene regulatory
network inference approaches ignore protein dynamics,
implicitly making the similar assumption.

D. Simulation of linear stochastic reaction networks

For the linear cyclic network X; LN Xiy1, rate con-
stants k; were generated using a logarithmic scale span-
ning from 109! to 10'°, distributed across d = 30 values,



and scaled by a factor of 0.1. Gillespie simulations were
then computed using the stoichiometric matrix and the
rate constants.

E. Comparison with existing methods

In the following, we describe the existing methods
used to infer cell differentiation dynamics from empirical
marginal distributions. We consider that K + 1 distribu-
tions are observed at times tg < ... <tk 41, each with n
samples. The PFI-CLE model is trained using the two-
step PFI approach, with the force function fy : R* — R¢
represented by a feed-forward neural network. The net-
work consists of four fully connected layers, each with 30
nodes and smooth ELU activations.

PRESCIENT: Following the original idea by
Hashimoto [33], popular generative models model
cellular differentiation as a diffusion process x(t) [53 [84],
governed by the stochastic differential equation:

dx(t) = (—VU(x) — £x)dt + V2:2dW(t),  (9)

where the drift is the gradient of a potential function
¥(x). PRESCIENT proceeds by finding the function ¥
that minimizes the loss function

K n

Lermscient = Y |Wa (br, (%), p1,(x)* + 7Y

i=1 j=1

P(x;)

The Wasserstein distance W5 measures the difference be-
tween the observed distribution py, (x) and the predicted
distribution p,(x), and the parameter 7 controls the en-
tropic regularization. The probability distributions are
fitted to the observed data by simulating the stochastic
differential equation Eq. @[) The potential function ¥(x)
is parameterized with a fully connected neural network
with ELU activation function In the original study, the
hyperparameters, are set to be x = 0.1 and 7 = 1076,
and we use the same parameters in the training of the
PRESCIENT model. The potential function ¥(x) is pa-
rameterized with a feed-forward neural network consisting
of four fully connected layers, each with 30 nodes and
smooth ELU activation.

TrajectoryNet: Another popular approach for model-
ing cellular differentiation involves parameterizing the
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force field as a non-autonomous Neural ODE [24], 5],
without any explicit noise model:

Using this framework, TrajectoryNet fits a continuous
normalizing flow connecting the successive distributions,
enforcing an analytically tractable reference distribution
pt_, ~N(0,1) at time ¢_1. The loss function reads

K
LvajectoryNet = — Z Emi log pt, (x) 4+ Aregularization.

The first term corrgsoponds to the log-likelihood of the
predicted distributions py, (x) evaluated on the observed
data p, (x). TrajectoryNet includes different choices for
the regularization on the force field, among which are the
penalization of the curvature of the force field (used in
PFI) and of its kinetic energy [24]. To train Trajecto-
ryNet we use the default parameters with the OT-inspired
regularization on the kinetic energy suggested in the orig-
inal study. The non-autonomous force field is modeled
using a neural network with three fully connected lay-
ers, each containing 64 nodes and employing leaky ReL.U
activations.

F. In-silico perturbations

We conduct in-silico perturbations by simulating the in-
ferred models from a given initial condition until a steady
state is reached, with the concentration of the knocked-
down gene set to zero. The models are tested with varying
initial conditions derived from the training data, given by
p = (1—¢)p*+¢U[0.25,0.5], to evaluate generalization. In
this setup, ¢ = 0 corresponds to the first marginal of the
training data p* = po(x), while ¢ = 1 represents a uniform
initialization of mRNA expression within the hypercube
[0.25,0.5]9. We generate 10 distinct initial conditions by
selecting ¢ from a uniformly spaced grid between 0 and
1, with increments of 0.1. Cells are assigned to a specific
cell state if the cosine similarity between the cell state’s
expression profile and the predicted expression vector is
0.95 or higher.
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Appendix A: Analytical results for the Ornstein-Uhlenbeck process
1. Notation and preliminaries

We focus on the d-dimensional Ornstein-Uhlenbeck process. The true process reads as follows:
dx = Qxdt + V2DdW, with x¢ ~ po(x).
When py = N (mg, Xg), the solution of this stochastic differential equation is Gaussian at all times with
x; ~ N(my, 2y),

t
where m; = e¥'m, ¥, = emEoeﬂTt +/ e t=5) 9D’ (t=9) 4. (A1)
0

We require that the eigenvalues of €2 have a strictly negative real part. We can see that if Q is a normal matrix (i.e.
it commutes with its transpose), the diffusion matrix D and the initial condition 3, are isotropic (proportional to
identity) and the initial condition mg = 0, then the evolution of the marginals of the Ornstein-Uhlenbeck process is
independent of the skew-symmetric part of £ with

t
m; =0, 3, = Eoe(nJrQT)lt + 2D/ e+ (t=9) g5
0

In that case, since neither the first or second moment depend on the skew-symmetric part, it is impossible to infer it
by only exploiting time deformations of the marginal distributions. We see here that in such a scenario the marginal
distributions are not at steady-state but the true skew-symmetric part of the interaction matrix can’t be uniquely
identified. However, as soon as mg # 0 this degeneracy is lifted and the skew-symmetric terms can be identified. To
illustrate this we further simplify the true process by taking the symmetric part of €2 also isotropic. With Xy = 31,
isotropic diffusion D and interaction matrix Q = QI + 2, with €, skew-symmetric, the covariance matrix at time ¢
is always isotropic and reads

2Q,t

Q

(&

¥ = Yot + D [1—e 21,

The distribution associated with the true process is denoted p;(x). The inferred process is solution of the following
Fokker-Planck equation on the interval [ty, t; + At[ with initial condition p;, = ps,

0Pt (x)
ot

=-V- (Qxﬁt(x) - ]f)Vﬁt(x)> )
The inferred process is then also Gaussian, with for ¢ € [tg, tp + At]

)A(t ~ N(I’i’lt, XA:t)v
. R . t .
where m; = en(t*t’“)mtk, 3, = eﬂ(tft’“)ztkeQT(tft’“) —|—/ eHt—ti=9) 9Py 2" (t=tr=3) g (A2)
23

In practice n i.i.d samples {Xj,,1 < k < n} are measured at each time ¢; from the true marginals, such that we only
have access to an empirical estimator of p;,. Additionally, we evolve the inferred process from the observed samples
{Xk1;,1 <k <n,0<i<K} using the probability low ODE, assuming the score is known. We only perform one
integration step, and the update equation reads

Xp.ar = (1 + Atfz) Xp.0 + ADEo ! (x50 — mo) . (A3)

As a result, the inferred process used in the inference is an approximation of the exact inferred process Eq. .
At first order in At, the exact Eq. and the approximate inferred processes Eq. have the same mean and
covariance, but differ at higher orders. In the A¢ — 0 limit that we consider only the first order will be relevant, such
that approximate and exact inferred process will lead to the same continuous-time loss.
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2. Continuous-time loss for the Wasserstein distance

a. Theorem for the continuous-time loss. When n — +oo and At — 0, the loss function Lay /At — £ with

L=tr ((Q )T - Q)P+ ATQQT> (A4)

T o2 . . . 2
+ / Y s <w3jt (a;t(ﬂ - Q) +0,(Q"-Q") +2(D - D)>wp,t) dt,
0 ©\p (Ui,t + Up,t)

T
= / mtmtT.
0

For A > 0 this loss function is strongly convex, such that is has a unique minimum on R?*? which is also global.

where

Proof. We consider that n — oo such that p, and p;, are Gaussian distributions. The loss function reads as follows

K K-1
Lavk =Y Wi, pe) + AKAC|QUE = Y W3 (Betan Prorar) + AKAL||Q . (A5)
i=1 1=0

Let’s consider the first term to = 0 in the above sum. We have pa; ~ N (mag, Xa¢) and paz ~ N (g, 2“), and the
Wasserstein distance between both distribution reads

24 . 2 o 1/2¢ 172\ /2
WE(Par par) = [ar — mad® + tr(Sar) + tr(Sar) — 2t ( (SK7Ea=LF) ).
We denote the small time step expansion of the covariance matrices as
Sar = o + AtB + At2C + o(At?),
Sar = 3o + AtB + At2C + o(At?), (A6)
1/2

where at all orders the matrices are symmetric. We then search for U, V and Z such that £, = U+ AtV + At?*Z +
o(At?). By squaring this guess and using the uniqueness of the Taylor expansion we find the conditions

U=3/2UV+VU=B,UZ+ZU+V?=C.

V is solution of a Lyapunov equation for which the solution can be written as an integral. Denoting Eé/ 2 =
Yioiwiw! =" 0,z; with z; = w;w] the solution reads

—21/2t 21/2t —olt —0; 1
V = / Be dt = Zzz/ Be Jz] Z]:UZ—FO’JZBZT

We then have

V2 = Z‘BZ BZ‘,
%(0i+0p)(gp+aj) R
which allows us to compute
1 1
Z = z,Cz; — z;Bz,Bz,.
z'zj: oito; UZP (05 +0;)(op + 05) (05 + o) 7

We introduce the notation ’t.” for transpose, and we can compute the expansion in powers of At of X v QEMEI/ 2

SUISa)l = 22+ AP BEy? + A | 52N Bzt t.
ij oY
+ A#? »3/2 Z L z~Cz~—Z ! z;Bz,Bz;| +t.
0 ~0ito; B ijp(01+0j)(ap+aj)(a,;+ap) e

1
(op +01)(0i + 0)

+ A2 (2B 3

~ O',L'+O'j
1,

2Bz; +t. | + APPSO+ A Y

1,5,P,0

z;Bz;302z,Bz;.
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1/2
Following the same approach, we now perform the expansion in powers of At of ( 1/22 t21/2)

1/2 0,05 - o}
21/22 21/2) — 4 At %I 7Bz + At ! Bz, + t.
(B4 %a R AR OV e e
2 o}
’ ; (it o) e7 + o) T
2 o}
—_ At d z;,Bz,Bz; + t.
;j(Ui‘f'aj)(ai+Up)(ap+aj)(az'2+aj2') Y
AN T g Cay + AP = iBz,Bz; +t.
+ 202+02z zZj + Z(Uj+ap)(g2+02_)2, z,Bz; +
ij v J 1,7,P ¢ J
, o2 2
At P :Bz,Bz; — At’E, AT
’ % (0i + 0p)(0p +0i) (07 + 0 )Z St A
where E is given by
2
B3 o | 2o (X B
ot \Grester” o oy +on)(oF +o7) J
2

Z mGJ P 2;B2,Bz,; +Z (J?"‘Ug)(az?;"i'ag?)
(07 +07)(0; —1—0127)(024—0]) P o} +03)(0F + o) (0} + 0%)(0s + 0p)(0; + 0p)

4,J,p 1]17

z;Bz,Bz;

0i0p(0? + o))

+
m;) (02 + ajz)(ai2 +02)(02 + Uf)(ap + ;)

ziszsz +t.

We then take the trace of Eq. (A7), and using the circular property of the trace and ), z; = I we are left with
2

o (( 1/22At21/2) 1/2 ) (o) + % (tr(B T B)) + ATt (tr(C + C))

At? 1 A o 1
—+ 7 Z (wa_p)o_itI‘(BZpBZi + t) =+ Wtr(szBzi) — mtr(BZpBZi)
?,p
— Attr(E), (AS)

where we also have

o2 A op(0} +03)

() =13 (07 + 7’ tr(Bz,Bz;) + — P tr(Bz,Bz;) +
I = — I i I i
Gl R N ) e M LR L s

tr(Bz,Bz; + t))

For M and N two symmetric positive definite matrices, we have that MN is similar to N'/2 (MIN) N—1/2 = N¥/2MN*/2,
With the same argument, MN is similar to M'/2NM?/2, such that M'/2NM?!/2 and N'/2MN/2 are similar. As a

result, EXSEMEZ/S and ﬁlA/tQEAtﬁlA/f are similar, and we can write

((zg/fzmzm) 2) <(2A/52At21/2)1/2> ‘

At all order in At this equality holds, such that the terms B and B as well as the terms C and C should be exchangeable
in Eq. . This symmetry is clearly respected at the order At? for C and C but it is not striking for B and B.
Let’s 111ustrate that this symmetry holds: using the circular property of the trace we see that the trace terms are
symmetric in the indices 7 and p, and we can reorganize the sums

2 4 6
0y

Z 7% tr(Bz,Bz;) = Z tr(Bz,Bz;),
o} (0} +03)*(0i +0p)° : o} (o7 + 03)?(0i + 0p)? :

ip v i,p
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which allows us to find that

o2 1 (03 +03)2 o2
P - - e tr(Bz,Bz;) = — Y ———2——tr(Bz,Bz).
Z(ai?(oﬁop)? ol T £ oBR(o oy ) TBHBE) == 0 G g n(BayBa)

%,p

Finally, using the following identity

o + o

3 2
Op0; A 0,0 A
tr(Bz,Bz; +t.) = tr(Bz,Bz; + t.),
%;MJ?M%)Q(%MP) (BBt zz,p:vz-(? )20+ 0p) (BB +t)

we can rewrite Eq. (AS8) as

((glA/fzmzl/Q) 1“) — tr(S0) + % (x(B+B)) + %tg (r(c+0))

o
2

2
0; ~ O'p A A

<(0_ + O‘p)(o'Q + 0_2) tr(BZpBZi + t) — mtr(BZpBZi + BZPBZi)> .
ip v i p i P

With this equality we see that the symmetry for the role of B and B is also respected. We can perform one last
simplification since we have

2
0 A g B
! tr(Bz,Bz; +t.) = ——2——tr(Bz,Bz; +t.),
Zp: (0i +op)(of +o7) 7 Z,; (0F +o3)2 7

such that the trace reads

2

((glA/ngtzl/Q)l/2> = tr(Zp) + % (tr(B + B)) + ATLL (tr(C + C))

At? o2 . . .
+ Z ﬁtr(BzPBzi + Bz,Bz, — Bz,Bz;, — Bz,Bz,),

i,p

which leaves us with

/2 At . A . At? o2 . R
<(21A/f22At21/2) > =tr(Zp) + 5 (tr(B + B)) +— (tr(C + C)) - m“ ((B -~ B)z,(B - B)z;
i,p ? p

(A9)

The covariance part of the Wasserstein loss is tr(Xa¢) 4+ tr(Xas) — 2tr((21/22m21/2)1/2) Using the small time-step
expansion of the covariance matrices Eq. ., only the last term Eq. . remains and the Wasserstein loss now reads

2
N g A A
Wi (Pacpad) = APNQ = Qmol? + 82 Y o atr (B~ B)ay (B~ Byz) +0(Ar?)
i.p

(Ui +0-2 2

P

Using Eq. (A1) we find that B = QX + 3,Q7 + 2D and B = Q% + Q7 + 2D such that

Wiaps) = MO Dmol+ A8 (w? (19~ )2 + B(@ - )7 + 20 - D)) w,) +o(AL).

74 02)

Doing this for every term of the sum in Eq. - we recognlze a Riemann sum such that in the limit At — 0
the loss Lat ks, /At — L were L is given by Eq The function X +— tr(XAX?B) is convex for any

A, B positive semi-definite matrices. Since m;m}, z; for 1 < i < d are positive semi-definite, Q+— Q- Q and
Q— (- +Z0(2—2)T +2(D — D) are affine functions of €2, we can conclude that the mean and covariance

part of the loss are convex functions of 2. The function € — [|2||2, being strongly convex and the sum of convex
and strongly convex functions being strongly convex, so is the loss function. O
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b. Generalization to the Sinkhorn divergence. We can extend this approach to a more general version of the loss
replacing the Wasserstein distance by the Sinkhorn divergence. The Sinkhorn divergence between the inferred and true
processes with entropic regularization € > 0 reads as follows

. . 1 L
Sa.c(Pat,pat) = WQQ,C(Z?At»PAt) ~3 (WQQ,C(pAt»PAt) + Wig(pmpm)) .

where l/\/2276 denotes the entropy-regularized Wasserstein distance, which reads for Gaussian distributions
o . N € 1 A € .
Wa(pacpad) = linar = mad? + (a0 + x(2ar) + logdet (T4 3M.(Ear a0 ) - gt (Mc(Ban o).
R 16 1/2
where M. (2 as, Sas) = —1+ (I + 21/22Atz:1/2> .

We can perform a similar expansion in powers of At for this loss, using the matrix square root expansion illustrated
above, along with the matrix logarithm expansion. This latter expansion around a matrix X reads as follows, with
u—0

log(X +uY) :logX+/ dt(u(X+tI)1Y(X+tI)1 —u2(X+tI)1Y(X+tI)1Y(X+tI)1> + O(u).
0

Thanks to the similarity of the matrices ElA/tQﬁ] AtﬁlA/tz and ﬁ]lA/fEAtﬁllA/tz we can directly simplify many terms in the
expansion to account for the symmetry between inferred and true matrices. The calculations are nonetheless much
lengthier than for the Wasserstein distance, and we only provide the end result for the continuous-time loss

Lo=tr ((Q )T - QP + )\TQQT)

2

/Z gjtg s (WE (7240@ - 9) + 02,7 —Q7) +2(S - D)) w,) d,
? Pt

where
i = 62/16 + O'Z " / mtmt

Similarly to the case of the Wasserstein loss, this loss function is strongly convex. We verify that when ¢ — 0 we
recover the continuous-time loss for the Wasserstein distance Eq. (A5). In the limit of an isotropic process o;; = op
for all 4, p and at all times ¢ the part corresponding to the covariances simplifies and the loss reads

L= tr<(§z QT Q-Q)P+ - (n + Q7 —20,1)% + r(Q + QT — 20,I)(S — DI) + /\TQQT), (A10)
where
T 4 T 2

q= % _gtandr %

Ve2/16 + o} N \/62/16+Jt

3. Results in the isotropic case

The matrix P is symmetric positive semi-definite since
T T
xT"Px = / xT s mOmOTeQ txdt = / xS myg || %dt > 0.
0 0

This matrix is therefore diagonalizable in an orthogonal basis of vectors U = (uy, ..., ug) of R, such that P = UT'UT
where I' = diag(v1, ..., 74), and 71 > 72 > ... > 7a.
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a. Solution with regularization. For A > 0, the minimum value of the loss Eq. (A10) is attained for

oo p R i),
A Y+ Te(vi+) +1

with
N=AT, G=q+A Ty =

and wi; = ul' Qu; and 7;; = u? (Q,I 4 (D — DI)/A)u;.

Proof. The loss function £ is a polynomial of the coefficients of A and is therefore infinitely differentiable over R?. We
can find the minimum by writing the first order optimality condition

2(Q2 — Q)P + ¢(QF + Q — 2Q,1) + 2r(D — DI) + 20T = 0.

Let’s for now assume that A > 0. We introduce C = €2 — 2, and we would like to rewrite this equation in the form
of a linear system displaying only C. To do that we separate symmetric and skew-symmetric parts. We denote
Y = QI+ (D — DI)/(AT) such that

CP +PCT +¢(C+CT)+AT(C+ CT) +2XTY =0, (A11)
CP — PC” + \T(C — CT) +2)\TQ, = 0. (A12)

We denote ¢ = g + AT and A= AT, and we can solve for CT in the first equation and then replace it in the second
equation. We use the fact that the matrix (¢I + P) is symmetric positive definite and hence invertible

CcT = —(@+P)! (C(QI +P)+ 25\Y> .
Using the eigendecomposition of P and using the Woodbury formula we find
(@+P)'=¢'I-¢?Uu@'+U"ug ) 'u

Since I is diagonal and UTU =1, ™! + UTUg ! is diagonal and invertible and (™! + UTUgG 1),;; = 1 + ;¢ ' /5
for all 1 < j < d, which gives

d ~—2
- _ o Y54
i=1

where we have introduced the matrix P that reads

Using Eq. (A13) we have P(GI + P)~! = g~ 'P such that
~PCT - \CT = (1-AG V)3 P (C(ch +P)+ 25\Y) +AC + AGCP + 23 1AY.
Injecting it in Eq. (A12)) we are left with

(14+AGHCP +2XC+ (1 = A HPC+ G (1 = A HPCP + 20§ (1 — A\§ HPY + 20 'AY +2\Q, = 0.
(A14)

We introduce I = (A™! — g 1)/2 and T'y = (A" + ¢ ')/2, and we divide the full equation Eq. (A14) by 2X to find

ILCP+C+TI_PC+{ 'T_PCP+2)\; 'T_PY 4+ 'Y +Q, =0.
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We can now compute the projections uZTCuj. We multiply this equation by ul and u; respectively on the left and on
the right, and we denote ¢;; = ul Cu; and w;; = ul Q,u; and n;; = ul Yu,

Vi 1 ViV i

ij T4y A1+ T ———— 4+ ' To—L | = =G 'y — 20§ T ———— s — wij
() JFPy] 1 4 'Yzq q 1 + 'Yiq_l q 771] q 1 ¥ 'Yiq_l nlj 17
< 14t
— 1 v ..
- _>\q 1 ¥ 71671 771] sz
The term in brackets reads is always positive and reads
; ;i A iy r 1
oy 4147 — 0 ygip. 2 _ 14 Vi + (%_+1 )T+ +
L+74 L+7iq L+7iq
leading us to
o — _5\@_177@‘(1 + A +wi(1+ %G1
1] - N .
ATy + (i ) +1
Knowing the matrix elements of C in the basis U, we can write C as a sum of outer products
C= Z cijuiu}",
4,J
such that the solution reads
o 1mia(1 ! (1 51
c=-y = g0t A" ) (14 g )uiuf. (A15)

i A Yy + T+ y) + 1

O

In the case P = 0 only the symmetric part can be inferred and the solution reduces to Q= Qs(1— S\qN_l)I. The
skew symmetric part is only observable through rigid-body rotations of the distribution, which are not observable
when the mean is zero. In order to work out the A — 0 limit, we introduce ! = rank(P) which defines the ambient
dimension of the inferred process. It is also useful to separate the sum in four quadrants (i < {,7 <), (i > 1,j <),
(t<l,7>1)and (i <l,j >1). By doing so, in the limit A — 0 we find that the minimum tends to

—1
A 1 Yirq o Hij T
Q=2-1-Q)(Q, +r¢ '(D-DI)(I-Q —2§ u;ul A16
( (8 ( J<d2q_1%'7j+%’+7j © (A16)
i<l

where Q is the orthogonal projector on range(P) and p;; = u; (D DI)u,. If rank(P) > d — 1 and D = D we recover
the true matrix 2 = Q. Assuming D= D, we can provide an approximation to Eq |D when |)\ 1% —1>1
and A < ¢. To derive it we need to separate the sum in four quadrants (y; < A, < A), (3 < A, > ),

(v > )x,’y] < )\), (i > )\, v > )\). In the first quadrant the denominator reduces to 1 and the numerator to w;;. The
sum then reads

AG i (1 A +wip (1 4+ 3G Y
2 j&{l -W-+r> ( -]+( -)11 wy = D ety = Qs Q,
W<<):\ q Vi + Vi T %<<)~\
v KA )

where Qj is the orthogonal projector on this first quadrant. In the second quadrant, the denominator will, at worst be
of order ; A~™! > 1, and the numerator of order 1, such that the sum vanishes. In the third quadrant the denominator
will be, at worst, of order 1;A~! > 1, and the numerator reduces to Ag~'v;A7!n;; + w;;, such that the sum vanishes

since :\(f1 < 1. In the last quadrant, the sum vanishes for the same reasons, such we have, under the aforementioned
conditions on A and the v;’s

Q~0— QS\QGQS\'
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b. Solution in the absence of reqularization. When A = 0, any minimum of the loss function is attained at

—1
A B . ViTq g T
Q=0-r¢"'I-Q)D-DNI-Q)-2) wu; + K,
( ) )( ) 2 Syt ity
i<l

with K any skew-symmetric matrix such that KP = 0 and p;; = uZT(]f) — DI)u;. This minimum is unique if and only
if rank(P) > d — 1, in which case it is obtained as A — 0 in Eq. (A16).

Proof. In the case A = 0 the equation for ¢;; can be obtained for (¢ < I,j > 1), (i <I,j <) or (i >, <) by taking
A—=0

i a v | 2vira

+ .
T T g T T g 1+7q7"

Cij
On the other hand, ¢;; is undetermined for 4, j > [. However, it must also satisfy Eq. (A11), such that for ¢, > | we
have
Cij + ¢ji = =2rq iy

This only constrains the symmetric part of C on the orthogonal complement of range(P), which leaves us with the
solution

-1
N _ - YiTqd i T
Q=Q—r¢'I-Q)D-DI)(I-Q) -2 wul + K,
j;i 207 vy v+
i<l

where K denotes any skew-symmetric matrix such that KP = 0. We then see that if rank(P) > d — 1 then K =0 is
the only option such that the solution is unique and corresponds to Eq. (A16)). O

4. Variance in the isotropic case

We are interested in quantifying the finite sample size error incurred on the estimation of the interaction matrix Q.
For this we can derive a finite sample size loss using the central limit theorem, which holds for large enough sample
size and small enough time step.

a. Central limit theorem. Let x1,...,X, be independent samples drawn from a probability law P. We will denote
the sample covariance and sample mean of this law as

1 — 1 «—
my, = ;Xi and X, = — ;(Xi —m,)(x; —m,)".

Then, if P = N (m, X), we have the following asymptotic results (see [48] Lemma 4.2.)

Vn(m, —m) —%— $'%h and (S, - ) —1— SVZHRDY?,

n—oQ n—oo

where h and H are independent random variables such that h ~ A(0,I) and H is drawn from the Gaussian Orthogonal
Ensemble (GOE), ie H is a real random symmetric matrix with entries satisfying

YTAN(0,2), ifi=75"

b. Delta method for the Wasserstein distance. Let’s assume that we have the following asymptotic expansion
hIM LN Yt G/v/n, 3, =3+ G/\/ﬁ, m,, 4, m + g/v/n and X, m, LN m + g//n where g, g, G, G are random
variables. We also assume that X and X commute. Combining the results of Lemma 2.3, Remark 2.6 and Theorem 4.1
of [48], the delta method provides us with the following asymptotic result

\/Z (W22 (N(mn,in),N(mn, En)) - W3 (N(ﬁﬂa 3), N (m, E))) 6

n—+o00
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where % means convergence in distribution, and £ is a random variable satisfying
N N . 1 _ . 1 . . .
¢=v2(m-m) g+ v2(m - m)’g+ ﬁtr(E 2(n12 - 51/2@G) + ﬁtr(E V2312 sl G). (A17)

When m = 11 and ¥ = 3 the Fréchet derivative of the loss vanishes [48], and the second order delta method has to be
applied.

c. Finite sample size loss With finitely many samples p;, and p;, are discrete distribution. In particular, the
estimation of the Wasserstein loss from this finite sample size distributions will suffer from the curse of dimensionality
[46]. As we are working with Gaussian distributions we can avoid this issue by replacing the finite sample size
Wasserstein distance by its Gaussian estimator [48]. The Gaussian estimator of the Wasserstein distance is defined as
follows

GW3 (0, ) = Wi (N (1t Sa) N (00, D) ) (A18)

where m,, a¢, 3¢, and m,, ¢, 3, ;, are the sample mean and sample covariance of the inferred and true processes,
respectively. Using the delta method Eq. (A18]), the finite sample size loss reads

Ka—2
. 2 R A A 1
LAt Kar = Z W22(pti+Atapti+At) + \/;f (mti+At7 DI s P EtiJrAt) + )\KAtQHQH% +o0 (ﬁ) .
i=0

Similarly to the n — oo case, we consider the term ¢y = 0 in the above sum. In order to perform a small At expansion
of the finite sample size term &, we need to explicit the random terms G, G, g, g in Eq. 1} How these terms depend

on May, Xa¢, ma; and X a¢, and whether they are correlated with one another depends on how the true process and
the inferred are generated. Samples from the true process are independent from one another, but samples of the
inferred process are generated by pushing the true samples using the probability flow ODE. The estimated mean and
covariance of the inferred process then read

1 . A N
i ar = = D Knar = (T+ At02) my o + DX (my 0 — mo),
k

- 1 . . N . A A - NN
Snar = D (Rrar — 1y a0) (Re,ar — 1, 00) " = (T4 AHQ + D5 1)) So 0 (T+ AHQ + DS )"
k

We can now apply the central limit theorem for the sample mean and sample covariance of the true process

1 12 1/2 L 12
Sho0=2%0+ %EO/ HoEo/ , My o =mg + %20/ ho,
1 1

1/2
\/’ﬁ \/ﬁzA/t hAt7

YAt =X+ ElA/tZHAtzlA/tQ, my A = mag +

and
1/2
gAtL = ZAt hay, Gar = XacHag.

Making use of the fact that the covariance of the true process is isotropic we have for the inferred process

i, a0 = art ——gan Boar = Sa, + -G

my, =1m 7 ) 2dm = 7 s

At At \/ﬁgAt LAt At \/ﬁ At
with, at first order in At
Bar = B0+ AH(Q+ Q)% 4 2D) , Gay = SoHy + At(Q 4+ DX;HSeH, + SoHo (2 + Dy H7,
Mp, = (I + Atfz) mo, ga; = 5 %hy + AtSL/ (€2 + DXy ho.

We can now perform the small At expansion of £. We keep terms up to order At, and the noise term & reads

YoAt
2v2

¢ (mm, San may, zm) = VA *mT (€ — )T (hy — hay) + tr ((Q +O7 - 293) (Ho — HAt)> .
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We note here that the noise term is of order At while the infinite sample size loss is of order At?. This happens because
the noise terms Gag, Gay and gay, ga; are different at order At. If the true and inferred process were pushed from
the same distribution at time ¢y = 0 and then compared at time At, the sources of randomness would match at order
At such that the noise term and the continuous-time loss would be of both of order At2. The fact that they are not of
the same order here limits the inference at small At, since the noise term will dominate in this regime. This will in
fact reflect in the estimation of the variance that will diverge when At — 0. The finite sample size loss reads

+ tr—

T
(Q — Q)T/O O't(ht — ht+At)mg‘dt 2\/7

(Q+ Q7 —20,1) /OT o2(H, — HHAt)dt] )

The noise terms are telescoping series up to order At? terms, which allows us to simplify further the loss

L <ftr [(Q—Q)TY}ﬂr

e
At Q+0 QQSI)W} )

Where we have introduced

Y = Uohomg — aThng and W = O'OHQ — O'THT

d. First order finite sample size correction Q.. The first order optimality condition for the finite sample loss reads

o+ gt (VY J5W) <0

such that the first correction €21 to the interaction matrix due to finite sample size reads

Ql _ Z X(j_lnw(l + ’Yi}'\_l) +w”(1 +7id_1)u-ur
Ay A T (i + ) +1

J b
ij

with n;; = u;fFZSuj and w;; = u;fFZauj where Z, and Zg respectively the skew-symmetric and symmetric part of
Z = (Y + W/2)/(An~/2At). From this first correction, the first contribution to the variance is readily computed as
E[[€21]3-
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Appendix B: Generating gene expression data

a. BooldODE formalism. The Chemical Master Equation (CME) provides a framework for modeling stochastic
gene transcription dynamics [60]. Gillespie’s stochastic simulation algorithm (SSA) [86], [87] allows for the computation
of reaction trajectories governed by the CME. For gene transcription and translation, the key reactions are:

mfi(R lami
xi#xi—i—L x; = -1,

) 0,p;
P pi+l, p 2 p -1

Here, x; represents mRNA molecules, and p; denotes protein molecules. The propensities for these reactions incorporate
the regulatory interactions controlling the expression of gene (or node) i. These interactions can be expressed as:

_ HpGS (%)”
L4+ geori—1 Hpes (%)

Pr(S5)

and the regulation function is defined as:

In this formulation, the product in the numerator accounts for all bound regulators in a given configuration S, while
the sum in the denominator includes all possible configurations in the powerset of regulators R;, excluding the empty
set. The parameters are defined as m = 20, ¢, =5, r =1, {, = 1, k = 10, and n = 10, following [69]. To simplify the
system and reduce the number of variables, we assume that protein dynamics equilibrate faster than mRNA dynamics.

Under this approximation, the protein abundance can be expressed in terms of mRNA levels, i.e., p; = (eL) x;. This
P

assumption, while commonly used, may or may not hold depending on the biological system in question. In some cases,
the reverse limit—where mRNA equilibrates faster than protein (known as the quasi-steady-state approximation,
QSSA)—is equally valid and more widely adopted.

b. mCAD model. The Boolean rules associated with the mCAD network are adapted from [88],
P+—-CN-EANS; S FAN-E; F+FANSAN-E;, E+-FA-PA-SANC; C<++ -SA-F.

For instance, the propensity function fp for k =n =1, is

_ [5]
W) = (o7 T T )+ T T o)
c. HSC model. The Boolean rules associated with the HSC model are taken from [71],

Gl<+ (GIVG2V Fli)AN—-P; G2+ G2A—-(G1ANFg)N—-P; Fg<« Gl; E <+ G1A-Fli;
Fli<~ G1AN-E; S+ GLA-P; Ceb< CebAN-(GLANFgANS); P+ (CebVv P)A-(GlVG2);
¢+ (PAN-G); Eg+ (PAcJ)AN—G; G+ (CebN—Eg).
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Appendix C: Score validation

After training a neural network to approximate the score function sp(x) & Vy 10g pdata(x), Langevin dynamics can
be used to sample from the target distribution pgaa(x). Starting with a fixed step size € > 0 and an initial value
X ~ m(x), where 7 is a prior distribution, the Langevin method iteratively updates the samples using the equation:

- - € -
Xt =Xp-1+ ivx log p(X¢—1) + ez,

where z; ~ N(0,I). Under certain conditions, as ¢ — 0 and T — oo, the distribution of X7 converges to p(x),
resulting in exact samples from p(x) [89]. For finite € and T', a Metropolis-Hastings update is often used to correct
the approximation, though this correction is typically negligible for small € and large T [90]. This sampling approach
relies only on the score function Vy log p(x). We validate the score model by running Langevin dynamics to generate
samples and evaluate how accurately they match the cross-sectional data.

Dimension (d)|# hidden layers|# nodes|# snapshots (K)/ At|# samples (n)
Ornstein-Ulhenbeck 10 3 50 10/0.05 8000
Cyclic SRN 30 4 100 10/0.04 10000
mCAD 5 4 50 10/0.04 6000
HSC 11 6 100 8/0.04 5000

TABLE 1. Hyper-parameters of the different network architectures used for training the score network sy : R*! — R9.
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FIG. S1. Score validation for linear cyclic network (d = 30): A. Energy distance between the generated samples from
Langevin dynamics and the marginal data for different reaction volumes (V). B. Histograms of concentration values over time
for both real data (red) and generated samples (blue) are compared for specific volume (V' = 4) is highlighted in panel A.. The
times range from 0.2 to 0.56, showing the evolution of the distribution of concentration values.
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FIG. S3. Score validation for HSC network (d = 11): A. Energy distance between the generated samples from Langevin
dynamics and the marginal data for different reaction volumes (V). B. B. Histograms showing the time evolution of mRNA

concentration values for the Fli-1 gene over evolving, comparing real data (red) and generated samples (blue), are shown for a
specific volume (V' = 4), as highlighted in panel A.
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FIG. S4. Parameter estimation in linear cyclic stochastic reaction network: A. Schematic of the linear cyclic network.
B. The RMSE |k — k||3/|/k||3 of the inferred rate constants shown for different compartment volumes V. C. Comparison of

empirical marginals generated from the inferred diffusion process under various noise forms (inset) with marginals generated
from Gillespie’s simulation with V' = 4.
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FIG. S5. Average molecular counts as a function of the reaction volume (V) in each cell type represented by different colors.
The y-axis represents the average molecular counts, highlighting the effect of varying reaction volumes on the observed counts.
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